
Abstract. To compare di�erent implicit solvent poten-
tials, the folding thermodynamics of the helical peptide
RN24 and the b-hairpin peptide BH8 are studied by
molecular dynamics simulation with adaptive umbrella
sampling. As the potential energy functions, the ana-
lytical continuum solvent (ACS) potential and three
simpli®ed variants, termed EPSR1, EPSR4, and EPSR10,
are used. The ACS potential is a combination of the
standard CHARMM force ®eld for the internal energy
(bonds, angles, dihedrals) and the van der Waals energy
with the analytical continuum electrostatic (ACE) po-
tential and a non-polar solvation potential. The EPSR
potentials di�er from the ACS potential by the use of
Coulomb's law with a distance-dependent dielectric
function to calculate the electrostatic energy. With the
ACS potential, quantitative agreement with experiment
is obtained for the helix propensity (RN24: 62%
calculated vs 50±60% experiment) and the b-hairpin
propensity (BH8: 33% calculated vs 19±37% experi-
ment) of the peptides. During the simulations with the
EPSR potentials, no signi®cant formation of secondary
structure is observed. It is shown that the preference for
coil conformations over conformations with secondary
structure by the EPSR potentials is due to an overesti-
mation of the energy of salt bridge formation, indepen-
dent of the magnitude of the Coulomb energy relative
to the other energy terms. Possible improvements of
the distance-dependent dielectric functions which may
permit their application to the simulation of peptide
folding, are discussed.

Key words: Helical peptide ± b-Hairpin ± Random coil ±
Umbrella sampling ± Multicanonical sampling

1 Introduction

The structural characterization of peptides has been the
subject of numerous experimental [1±9] and theoretical
[10±19] studies. While many peptides are of interest
because of their biological function, e.g., hormones,
venoms, and anti-bacterial drugs, others have been
studied to understand the principles governing second-
ary structure formation and processes that are thought
to play a role in the initial stages of protein folding [20±
24]. Circular dichroism (CD) and nuclear magnetic
resonace (NMR) have shown that a number of peptides
adopt a helical or b-hairpin structure in aqueous
solution with signi®cant probability, ranging from 20%
to approximately 80% for the most structured peptides
known to date [1, 5].

One important problem in theoretical studies of
peptide structure is the requirement to account for the
competition between solute-solvent and solute-solute
interactions; e.g., when considering the helix-coil tran-
sition of a peptide, there are intramolecular hydrogen
bonds formed in the helix, and solute-solvent hydrogen
bonds in the coil state. In recent years, most simulation
studies have, therefore, been performed with an explicit
representation of water molecules surrounding the pep-
tide, thus limiting the simulation time (on the order of
1 ns) and the number of transitions between di�erent
conformations. In many cases, simulations have been
restricted to the high-temperature unfolding of a struc-
tured peptide conformation [10, 13, 14]. To reduce the
computational cost of peptide and protein simulations in
aqueous solution, several simpli®ed treatments of the
solvent have been proposed, e.g., solvent-accessible
surface area or volume models with atomic or group
solvation parameters [16, 25±30], mirror charges to
account for the polarization of water [31, 32], and an
e�ective energy function for the backbone dihedral an-
gles [33, 34]. In a recent study of the C-peptide of ribo-
nuclease A, Hansmann and Okamoto [18] used a
vacuum potential with an explicit hydrogen-bonding
term and a distance- dependent dielectric function to
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account qualitatively for the solvent screening of charge
interactions. Vacuum potentials of this type were widely
used in the 1970s and 1980s, mostly because of limita-
tions in the available computer power. Their use is jus-
ti®ed in studies where the solvent plays only a minor
role, e.g., when considering interactions in the interior of
a protein, or studies of peptides and proteins where there
are only minor structural changes. However, calcula-
tions of the secondary structure formation of peptides
from random coil con®gurations necessarily involve
large changes in the solvent accessibility of charged and
polar groups, so that a more accurate treatment of
(electrostatic) solvation is required.

Recently, we introduced an approach to compute the
aqueous solution structures and thermodynamics of
peptides which makes use of an implicit solvent potential
and of umbrella sampling of the potential energy [19].
Good agreement with experiment was obtained for the
thermodynamic properties (e.g., the equilibrium between
the preferred secondary structure and the coil con®gu-
rations) for several a-helical and b-hairpin peptides [35].
The analytical continuum solvent (ACS) potential em-
ployed in these studies includes the mean-®eld contri-
bution of the aqueous solvent to the free energy of the
system at a relatively low computational cost, i.e.,
compared to calculations of the same systems in vacuo,
the calculation time is increased by only a factor of 4±5.
The electrostatic term of the ACS potential is rigorously
derived from the continuum electrostatic model and
provides an approximation to the solution of the Pois-
son equation [36]. Adaptive umbrella sampling of the
potential energy [37] was employed in the peptide studies
because it is a very e�cient means of searching for low-
energy conformations. Moreover, it makes possible an
estimate of the free energy di�erences between di�erent
types of structures, as well as the temperature-depen-
dence of the observables, e.g., the secondary structure
content [37±39].

In this work, we investigate the possibility of further
simplifying the computational approach by using Cou-
lomb's law with a distance-dependent dielectric function,
��r�, to calculate the electrostatic energy of the peptide in
solution, instead of the continuum electrostatic free en-
ergy of the ACS potential. The modi®ed potential energy
function, referred to as ``EPSR'' (from EPSilon of R) in
the following, is identical with the ACS potential except
for the treatment of the electrostatic term. In particular,
it includes the same non-polar solvation energy term as
the ACS potential [19], which is similar to the widely
used solvent-accessible surface approximations to the
solvation free energy of apolar molecules [40±43] (see
Theory and methods).

The energy terms of the ACS and EPSR potentials,
and the method of umbrella sampling of the potential
energy, are brie¯y reviewed in the Theory and methods
section. In Results, the ACS and the EPSR potentials
are applied to folding (umbrella sampling) simulations
for two peptides: an analogue of the helical C-peptide
of ribonucleas A termed RN24 (sequence: succinyl-
AETAAAKFLRAHA-NH2) [1], and the peptide BH8
(sequence: RGITVNGKTYGR) which has been de-
signed to form a stable b-hairpin in solution [7]. The

secondary structure contents at 275K (the temperature
of the experiments) calculated using the di�erent po-
tentials are compared with each other and with experi-
ment. In the Discussion, the reasons for di�erences
between the results obtained with the ACS and the
EPSR potentials are analyzed and compared with the
conclusions of Hansmann and Okamoto [18], who used
an energy function similar to EPSR.

2 Theory and methods

For the molecular dynamics simulations, we use the
ACS potential introduced by Schaefer et al. [19], and a
potential termed EPSR which is identical except that
Coulomb's law with a distance-dependent dielectric
function is used for calculating the electrostatic energy.
The two e�ective solvent potentials have the form

ACS/EPSR: Gtot�x� � Eintrn
solute�x� � EvdW

solute�x�
� Gnp�x� � Gel

X�x�
�1�

where Eintrn
solute and EvdW

solute are the standard internal (bond
length, bond angles, dihedrals) and van der Waals energy
of the CHARMM polar hydrogen potential energy func-
tion [44, 45], Gnp is the non-polar solvation energy
(see Sect. 2.3), and Gel

X is the electrostatic energy term
(X = ACS or EPSR; see Sects. 2.1 and 2.2).

2.1 ACS electrostatic energy

The ACS electrostatic energy is calculated using the
analytical continuum electrostatic (ACE) potential [36],
which is an analytical approximation to the solution of
the Poisson equation for the solute embedded in a
dielectric continuum [46±48]. For a solute with n atoms
and partial charges q1; . . . ; qn, the ACE energy is the sum
of n�n� 1� self energy (/ q2i ) and n�nÿ 1�=2 interaction
energy (/ qiqj; i 6� j) terms:

Gel
ACS �

X
i

Gself
i0 �

X
i;k

Gself
ik �

X
i<j

Gint
ij �2�

The ®rst sum corresponds (up to a small correction due
to the use of Gaussians to describe the atom volumes,
instead of overlapping ``hard spheres'') to the Born self
energy of the isolated atoms in aqueous solution,
Gself

i0 ' q2
i =2�sRi��s, dielectric constant of the solvent;

Ri, atom radius) [49]. The self energy potential Gself
ik

accounts for the loss of electrostatic solvation of atom
(charge) i due to the presence of atom (volume) k. For
the electrostatic interaction between pairs of charges,
Gint

ij , the generalized Born equation is used, which
includes the Coulomb interaction between qi and qj
and a screening term [50±52]. Since the solvent screening
depends on the accessibility of the charges, the interac-
tion energy Gint

ij is a function of the interatomic distance
and of two parameters, bi and bj, termed the Born
solvation radii of the atoms i and j. The Born radius of
atom n is calculated by setting its solvation energy equal
to that of an ion with radius bn [49], which can be written
in the form
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bn � 1

�s
ÿ 1

�i

� �
q2n

2DGself
n

�3�

where �i is the dielectric constant of the solute interior
(see Sect. 2.5), and where DGself

n is the atomic solvation
energy,DGself

n � Gself
n0 ÿ q2n=2�iRi �

P
k Gself

nk .Qualitatively,
bn of an atom n at the surface of the solute is on
the order of the atom's van der Waals radius, Rn,
whereas it is on the order of the molecular radius for
atoms that are buried in the interior of the solute (for
details, see [36]).

2.2 EPSR electrostatic energy

In the EPSR potential, Coulomb's law with a distance-
dependent dielectric function, ��r�, is used for calculating
the electrostatic energy of the solute:

Gel
EPSR �

X
i<j

qiqj

��rij�rij
�4�

where rij is the distance between the atoms i and j. Three
di�erent choices for the dielectric function are studied
which make use of the cubical switching function for the
non-bonded cuto� in the CHARMM program [44]:

EPSRi�i � 1; 4; 10� : 1=��r� � fsw�r2�=�1:4 � i� �5�
where

fsw�r2� � �r2off ÿ r2�2�r2off � 2r2�=r6off if 0 < r < roff ;
0 if r � roff:

�
�6�

For the three dielectric functions, termed EPSR1,
EPSR4, and EPSR10, the cuto� parameter roff is set
equal to 8 AÊ . The general formula for the switching
function in CHARMM is reduced to the form given in
Eq. (6) if the distance ron, where the switching begins, is
set equal to 0 AÊ . The EPSR functions correspond, at
least qualitatively, to distance-dependent dielectric func-
tions that have been widely used in the past [53±57].
In particular, the parameters chosen for the function
EPSR1 (ron, roff, and the factor of 1.4) lead to a dielectric
constant that is similar to the dielectric function of
Ramstein and Lavery [57] in the distance range from 1 to
7 AÊ (see Fig. 1a). The dielectric functions EPSR4 and
EPSR10 are scaled with respect to EPSR1 by factors of 4
and 10, respectively. At short distances (1.5±3 AÊ ), the
well-known distance-dependent dielectric function
��r� � 4:5r [55, 56] yields Coulomb energies in the range
between EPSR4 and EPSR10; for distances between 3
and 6 AÊ , it is similar to EPSR10. The distance-dependent
dielectric function proposed by Mehler [54, 58], which
has been applied with some success in simulation studies
of native protein structures, is very similar to the
function ��r� � 4:5r in the distance range from 1.5 to
10 AÊ (not shown). Both the dielectric function of
Ramstein and Lavery [57] and the function of Mehler
[54] are sigmoidal (though the deviation from linearity is
small for r � 10 AÊ ) and approach asymptotically the
dielectric constant of bulk water in the long range

(r� 10 AÊ ). This is not the case for the EPSR dielectric
functions. From Fig. 1b, however, the di�erences be-
tween the Coulomb energies calculated using the di�er-
ent dielectric functions are small for distances �8 AÊ ,
despite the fact that the EPSR dielectric functions
diverge at r � 8 AÊ (see also the Discussion). Note that
the divergence of the EPSR dielectric functions is merely
a consequence of the fact that the Coulomb energy of the
EPSR potentials smoothely approaches 0 kcal/mol at
the cuto� distance of 8 AÊ . Since the function EPSR10

yields very small energies at all distances, it makes it
possible to study the dynamics of the peptides with the
electrostatic interaction essentially turned o�.

2.3 Non-polar solvation energy

The non-polar solvation energy term, Gnp, in Eq. (1) is
an approximation to the solvation free energy of the
hypothetical uncharged solute [19]; it is given by a sum
of atomic contributions:

Gnp�x� �
X

i

Gnp
i �x� � 4pr

X
i

�Ri � Rs�2 Ri

bi
�7�

where Ri and Rs are the radius of atom i and of a water
probe sphere, respectively, and bi is the Born solvation
radius of atom i (see Sect. 2.1). The quantity
4p�Ri � Rs�2 is the solvent-accessible surface of the
isolated atom i. The proportionality of the non-polar
solvation free energy of an atom to Ri=bi is consistent

Fig. 1. a Dielectric constant as a function of distance, including the
e�ect of the switching cuto� (EPSR functions). Dotted line:
��r� � 4:5r (no cuto�); dashed line: dielectric function of Ramstein
and Lavery [57] (no cuto�); continuous lines, from bottom: EPSR1,
EPSR4, and EPSR10 [see Eq. (5)]. b Interaction energy of two unit
charges as a function of distance, calculated using Coulomb's law,
Eq. (4), and di�erent distance-dependent dielectric functions and
cuto� schemes. Line types same as in a, with the addition of the
upper dotted line: constant ��r� � 1 (no cuto�); continuous lines,
from top: EPSR1, EPSR4, and EPSR10
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with the fact that the Born radius of an atom at the
surface (in the interior) is small and on the order of Ri
(large and on the order of the molecular radius; see Sect.
2.1). Despite the computational simplicity of the formula
for the non-polar solvation energy, Eq. (7), it yields
results that are very similar to those obtained with a
solvent-accessible surface area model [59].

2.4 Multicanonical sampling

To search e�ciently for low-energy conformations
during the molecular dynamics simulations, we employ
the method of multicanonical sampling [37±39] where an
adaptive umbrella potential, Un, is added to the potential
energy:

Gtot�
n � Gtot � Un�Gtot� �8�

During the simulations, the umbrella potential Un�Gtot�
is updated at regular intervals (in this work: every 10 ps)
based on the statistics for the total energy Gtot from the
time simulated thus far, using the weighted histogram
analysis method (WHAM) equations [60±62]. The
umbrella potential is determined such that in the limit
of long simulation times, low and high potential energies
Gtot are sampled with equal probability. Multicanonical
sampling enables the system to overcome energy barriers
between low-energy conformations and to explore
conformation space with high e�ciency, relative to a
molecular dynamics simulation for the unmodi®ed
potential Gtot at constant temperature. Further advan-
tages of the method are that it makes it possible to
calculate canonical ensemble averages for a range of
temperatures from a single trajectory, and that the
density of states as a function of the potential energy can
be derived from the converged umbrella potential. This
makes possible calculation of the thermodynamics of the
system (e.g., the free energy di�erence between the
various states). For details of the methodology and its
application to the simulation of peptides, see [37] and
[19]; a discussion of some aspects of the method is given
in the accompanying paper [63].

2.5 Simulation setup and parameters

The peptide simulations reported in Results start from
the fully extended structure (all backbone and sidechain
dihedral angles set equal to 180�, except for v2 of Phe,
Tyr: 90�; and v2 of His: ÿ90�). Gaussian-distributed
velocities were assigned to the atoms at random, i.e.,
there is no bias toward a given (secondary) structure
included in the initial conditions. The standard param-
eters of the polar-hydrogen (united atom) parameter set
param19 of CHARMM are used [44, 45]. For the
calculations with the ACS potential, the parameter set is
augmented by the e�ective atom volumes of the atom
types [19, 36], and by a ``smoothing parameter'' a � 1:2
which yields best agreement between the solute volume
description of the ACS potential (a superposition of
atomic Gaussians with width ri � aRi, where Ri is the
van der Waals radius) and the continuum model (a

heavyside function which is equal to 1 in the solute
interior, and 0 outside) [47, 64]. The atomic polarizabil-
ity of the solute is assumed to be e�ectively included in
the partial charges, in consistency with the derivation of
the force-®eld parameters of CHARMM [44, 65], i.e.,
the solute interior is assigned a dielectric constant of
�i � 1 in the ACE electrostatic potential. The solvent
dielectric constant is set equal to �s � 80. Since the non-
polar solvation term, Gnp, is de®ned as the solvation free
energy of the hypothetical uncharged solute, where
di�erences between the contributions from apolar and
polar atoms are expected to be small, we use a single
parameter r � 3 cal/(mol AÊ 2) for all atom types [19].
The value assigned to r leads to a dependence of Gnp on
the solvent accessible surface corresponding to a ``con-
ventional'' atomic solvation parameter of approximately
8 cal/(mol AÊ 2), a value that is in accord with solvation
free energy data on small apolar molecules [66] and the
analysis of the non-polar solvation free energy of small
compounds by Still et al. [52]. In the calculations with
the ACS potential, a switching cuto� from 8 to 12 AÊ is
used. For consistency between the electrostatic energy
and the van der Waals energy, and for computational
e�ciency, the same switching cuto� from 0 to 8 AÊ is
used in the EPSR potentials. With respect to the short-
ranged van der Waals energy, this is expected to make
only a small di�erence relative to the use of an 8 to 12 AÊ

switching cuto�. For the electrostatic energy, the
switching-o� from 0 to 8 AÊ is an essential part of
reproducing qualitatively the screening behavior of
distance-dependent dielectric functions (see Sect. 2.2
and the Discussion).

3 Results

Molecular dynamics trajectories over 6 ns with umbrella
sampling of the potential energy were performed for the
peptides RN24 [1] and BH8 [7], using the ACS potential
and the potentials EPSR1, EPSR4, and EPSR10 (see
Theory and methods). The peptide RN24 was shown
experimentally (NMR and CD spectra) to adopt 50±
60% helical conformations at T � 275 K [1, 67, 68]; the
peptide BH8 was designed to form a b-hairpin in
aqueous solution (19±37%, depending on the criterion
and experimental approach [7]). Owing to the use of the
umbrella sampling technique, the total energy, Eq. (1),
varies during the simulations over a range of 350 kcal/
mol, corresponding to ensembles of the peptide systems
at temperatures ranging from 250 to 1100 K [37].
Figures 2 and 3 show the total energy, the helix content,
and the degree of b-hairpin formation during the
simulations with the ACS and the EPSR1 potentials.
To calculate the helix and hairpin content of a confor-
mation, we used the program DSSP [69], which deter-
mines the secondary structure of a polypeptide based on
hydrogen bond patterns. From the number of residues
reported by DSSP as ``helix'' (Nh) and ``antiparallel-b''
(Nb), the helix and the hairpin contents are de®ned as
Ph � Nh=Nres and Pb � �Nb � 2�=Nres, if Nb > 0 (Pb � 0 if
Nb � 0), where Nres is the total number of residues. For
calculating the b-hairpin content with Nb > 0, we added
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2 to the number of antiparallel-b residues reported by
DSSP to account for the turn between the two strands,
which requires at least two residues, and which consti-
tutes an integral part of the b-hairpin structure.

From Figs. 2 and 3, there are several instances during
the simulations with the ACS potential where the pep-
tides adopt the secondary structure observed in experi-
ments (helix for RN24, b-hairpin for BH8) for periods of
0.5±1 ns. The non-native secondary structure occurs
only for short periods of time and to a much smaller
degree (up to �35%, as compared with up to �80% for
the native secondary structure). By contrast, during the
molecular dynamics simulations with the EPSR1 po-
tential, neither the native nor the non-native secondary
structure is adopted by the peptides at a signi®cant level.
This di�erence is found in spite of the fact that the
variations in the total energy during the simulations are
of the same magnitude for the ACS and the EPSR1

potentials (�350 kcal/mol), which indicates that low-
and high-energy conformations are sampled e�ciently in
both cases.

To analyze the e�ect of using the ACS and EPSR1

potentials, the di�erence between the maximum and the
minimum of the energy terms in Eq. (1) were calculated
from the simulations. From Table 1, the variations of
the total energy and of the internal energy, Eintrn, are
very similar for the ACS potential and the EPSR1

potential (see also Figs. 2 and 3). The maximum changes
of the van der Waals energy, EvdW, and the non-polar
solvation energy, Gnp, are smaller for EPSR1 than for

ACS (reductions by 30% and 50%, respectively). By
contrast, the maximum change in the electrostatic en-
ergy, Gel, of EPSR1 is about 2.5 times larger than for the
ACS potential. Furthermore, the maximum change in
the Coulomb energy of EPSR1 during the simulation is
signi®cantly larger than the change of EvdW and Gnp

combined (i.e., the remaining non-bonded energy terms),
whereas the contrary is the case for the ACS potential.
Interestingly, the two terms of the electrostatic energy in
the ACS potential, Gself and Gint (see Sect. 2.1), both
vary over ranges of approximately 325 kcal/mol (RN24)
and 260 kcal/mol (BH8), while their sum, Gel, changes
over only 64 kcal/mol and only 66 kcal/mol. This is a
consequence of the anticorrelation between Gself and
Gint, i.e., of the competition between the electrostatic
solvation of single charges (self energy or ``charge-sol-
vent'' energy) and the favorable interaction between
charge pairs [36].

The data summarized in Table 1 suggest that one
reason for the failure of the simulations with the EPSR1

potential to yield low-energy structures with secondary
structure may be that the di�erences between the elec-
trostatic energies of structures, relative to di�erences in
EvdW and Gnp, are somewhat overestimated. To test this
hypothesis, we performed umbrella sampling simula-
tions for the RN24 and BH8 peptides with the EPSR4

and EPSR10 potentials, where the Coulomb energy is
scaled by factors of 1/4 and 1/10 relative to that of
EPSR1 (see Sect. 2.2). As expected, the use of the EPSR4

and EPSR10 potentials leads to reduced ranges for the

Fig. 2. Peptide RN24. Left:
simulation with the ACS
potential, Eqs. (1) and (2); right:
simulation with the EPSR1

potential, Eqs. (1) and (4). Top:
total energy; middle: helix con-
tent; bottom: antiparallel-b
content (averages over 4 ps
intervals). Secondary structure
calculated using the program
DSSP [69] (see text)

Fig. 3. Peptide BH8. Left: sim-
ulation with the ACS potential,
Eqs. (1) and (2); right: simula-
tion with the EPSR1 potential,
Eqs. (1) and (4). Top: total
energy; middle: helix content;
bottom: antiparallel-b content
(averages over 4 ps intervals).
Secondary structure calculated
using the program DSSP [69]
(see text)
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Coulomb energy during the simulations, though the re-
duction is by factors of �2 and 5 (see Table 1). This
discrepancy with respect to the scaling of the Coulomb
term in the potential is explained by the fact that the
simulations with the EPSR4 and EPSR10 potentials lead
to trajectories that are distinct from that obtained by
simulation with EPSR1. Despite the fact that during the
simulations with EPSR4 (EPSR10), the maximum dif-
ferences between the electrostatic energies of any two
structures from the trajectories is similar to (smaller
than) that for the simulations with the ACS potential, we
found no signi®cant formation of secondary structure,
i.e., the results on helix and b-hairpin formation for
EPSR4 and EPSR10 are qualitatively the same as for
EPSR1 (data not shown).

For a quantitative comparison, we calculated the
secondary structure content of the peptides at the tem-
perature of the experiments, T � 275 K, by evaluating
canonical ensemble averages over the umbrella sampling
trajectories (see Sect. 2.4 and [37]). From Table 2, there is
good agreement between the helix content (RN24) and
the b-hairpin content (BH8), calculated using the ACS
potential, and experiment (RN24: 50±60% helix; BH8:
19±37% b-hairpin). As expected from Figs. 2 and 3, the
secondary structure content from the simulation with the
EPSR1 potential is almost negligible �<1%�, both for the
``correct'' (experimental) and for the ``misfolded'' sec-
ondary structure (RN24: b-hairpin; BH8: helix). For the
simulations with the EPSR4 and EPSR10 potentials, the
results are similar, i.e., virtually no helical and b-hairpin
structures contribute to the ensembles at 275 K.

To investigate the nature of the low-energy structures
obtained from the simulations with the EPSR potentials,

we displayed 10 structures from each trajectory which
make the highest contribution to the ensembles at 275 K.
For the ACS potential, the structures are all helical
(RN24) and predominantly b-hairpin (BH8), consistent
with the results in Table 2. For the EPSR potentials, the
formation of a charge cluster involving charged side-
chains (RN24: Glu2, Lys7, Arg10, His12; BH8: Arg1,
Lys8, Arg12) and the chain termini (RN24: the nega-
tively charged succinyl terminus; BH8: standard N- and
C-termini) emerged as a feature that is common to all
structures (Figs. 4 and 5). This suggests that it is the
dominance of charge-charge interactions over the inter-
action of polar groups, in particular over the energetics
of hydrogen bonds, which is responsible for the lack of
secondary structure formation in the simulations with
the EPSR potentials.

To quantify the magnitude of the contributions from
charge-charge interactions and from interactions of the
polar backbone of the peptide, we subdivided the atoms
of the peptides in two groups: ®rst, all sidechain atoms
and the charged termini (see above), and second, the
peptide backbone without the charged termini (i.e., the
complement of the ®rst group). The two groups are re-
ferred to as the ``charged'' (c) and the ``backbone'' (b)
atom groups in the following. The sidechains of charged,
polar, and apolar amino acids are included in the same
group for simplicity; this is justi®ed because the contri-
bution of apolar and polar sidechains to the electrostatic
energy is small compared with that of the charged
sidechains.

For two atom groups, and independent of the po-
tential that is considered, the total electrostatic energy,
Gel

tot, can be written as the sum of three terms, the elec-

Table 1. Energy ranges during umbrella sampling calculationa

Peptide RN24 BH8

ACS EPSR1 EPSR4 EPSR10 ACS EPSR1 EPSR4 EPSR10

Eintrn 392.9 361.8 378.0 375.8 365.4 356.3 356.9 366.5
EvdW 112.6 82.0 95.0 93.4 79.7 68.6 96.1 89.1
Gnp 7.9 4.2 5.5 6.2 6.1 4.4 5.3 5.5
Gself 315.2 ± ± ± 255.1 ± ± ±
Gint 333.1 ± ± ± 262.9 ± ± ±
Gel 63.7 151.6 64.7 30.3 66.4 125.4 56.8 26.8
Gtot 461.5 459.7 457.0 461.8 426.0 438.9 438.5 440.9

a Di�erence between maximum and minimum of energy term dur-
ing simulation (kcal/mol). For de®nition of ACS and EPSR
potentials (column labels), see Sect. 2. Row labels: Eintrn, sum of
internal energy terms; EvdW, van der Waals energy; Gnp, hydro-

phobic solvation, Eq. (7); Gself, self terms / q2i in Eq. (2); Gint,
interaction terms / qiqj in Eq. (2); Gel, electrostatic free energy,
Eq. (2) (ACS) or Coulomb energy (EPSR); Gtot, total energy,
Eq. (1)

Table 2. Calculated secondary structure content at 275 Ka

Peptide RN24 BH8

ACS EPSR1 EPSR4 EPSR10 ACS EPSR1 EPSR4 EPSR10

Helix 62.29b 0.00 0.00 0.11 0.02 0.04 0.08 0.21
Hairpin 0.00 1.05 0.00 0.25 32.70b 0.01 0.07 0.42

a Canonical ensemble averages (see Sect. 2.4) over the trajectories calculated with the ACS and the EPSR potentials (values in %). Helix and
antiparallel-b content calculated using the program DSSP [69]
b Numbers di�er somewhat (58%, 38%, respectively) from those in Schaefer et al. [19], which are derived from another simulation
(over 10 ns)
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trostatic energy of each separate group (i.e., the elec-
trostatic energy with the atoms of the other group un-
charged), and the electrostatic interaction between the
groups (subscript ``cb''):

Gel
tot � Gel

c � Gel
b � Gel

cb �9�
As the reference state for analyzing the atom group
contributions to Gel in the peptide RN24, we constructed
an ideal a-helix by setting all /=w dihedral angles to
ÿ48�=ÿ57� and all sidechain dihedral angles to 180�
(except v2 of Phe, 90�, and His, ÿ90�), followed by 50
steps of steepest descent minimization to eliminate bad

contacts; for the minimization, the ACS potential was
used. For the peptide BH8, a somewhat more complex
procedure was used to construct a b-hairpin model.
A total of 8 ps molecular dynamics were calculated using
the ACS potential, starting with the fully extended chain
at 1000 K and lowering the temperature to 600 K after
4 ps, and to 300 K after 6 ps. The extended chain was
built by setting all backbone //w angles to ÿ140�=135�;
the dihedral angles of the strand residues (3±5 and 8±10)
were kept ®xed at these values during the dynamics.
After every 2 ps, 100 steps of steepest descent minimi-
zation were performed. The formation of the b-hairpin

Fig. 4. Peptide RN24 at
t � 3:675 ns of the simulation
with the EPSR1 potential
(cross-eyed view). Succinyl (N)
terminus in the top right corner.
The charge cluster in the middle
consists of a salt bridge succi-
nyl±Lys7 (in the front) and the
triad Arg10±Glu2±His12 (in the
back)

Fig. 5. Peptide BH8 at
t � 3:5815 ns of the simulation
with the EPSR1 potential
(cross-eyed view). C-terminus in
the top left corner. The charge
cluster consists of the C-termi-
nus at the center of a triangle
formed by the N-terminus,
Lys8, and Arg12
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was induced by applying 4 NOE constraints on the
distances between the peptide O and H atoms of the
residues Ile3±Tyr10 and Val5±Lys8. In the ®nal struc-
ture, the four restrained OAH distances were <2 AÊ , and
the secondary structure analysis with the program DSSP
[69] con®rmed the formation of antiparallel b-strands
for the residues 3±5 and 8±10. The end-to-end distance
(from the N-terminal nitrogen to the C-terminal carbon
atom) is 7.6 AÊ , i.e., the structure does not include a
salt bridge between the chain termini. From the
�//w� dihedral angles of Asn6 (ÿ57�=102�) and Gly7
(80�=12�), it is evident that the strands are connected by
a type II b-turn. The constructed ``ideal'' hairpin is thus
in accord with the model of the b-hairpin proposed by
RamõÂ rez-Alvarado et al. [7], i.e., residues 3 through 10
form a b-hairpin while residues 1, 2 and 11,12 are
pointing away from each other owing to electrostatic
repulsion between Arg1 and Arg12. For the trajectories
calculated with the ACS and EPSR potentials, we
computed the group contributions to the electrostatic
energy relative to their contributions in the ideal helix
(RN24) and the ideal hairpin (BH8). For a given
conformation at the simulation time t, the relative group
contribution is then:

DGel
x �t� � Gel

x �t� ÿ Gel
x �ideal� �10�

where the subscript x refers to any of the energy terms in
Eq. (9) (x � tot, c, b, cb).

Figure 6 shows the electrostatic energy and atom
group contributions in RN24 relative to the helix. From
a comparison with Fig. 2, the relative electrostatic en-
ergy, DGel

tot, of the ACS potential is positive for non-
helical conformations (e.g., at t � 1±1:5 ns and t � 3±4
ns). For the ACS potential, the ideal helix is thus favored
electrostatically over random coil structures. This is
consistent with the fact that DGel

tot is ¯uctuating around
0 kcal/mol (or it is a small negative energy, e.g., at
t � 2:2 ns) at times when the RN24 peptide adopts a
helical conformation. By contrast, the electrostatic en-
ergy for the EPSR4 potential relative to that of the ideal
helix is almost always negative, with a mean value of
approximately ÿ30 kcal/mol. This shows that the
EPSR4 potential quali®es coil structures (the helix and
b-hairpin content of the RN24 peptide during the sim-
ulation with the EPSR4 potential are insigni®cant; see

Fig. 2 for the EPSR1 potential, which yields similar
results) as electrostatically more stable than the helical
conformation. On top of the enthalpic destabilization by
5±40 kcal/mol due to the electrostatic energy, the helical
state is expected to be entropically destabilized relative
to the random coil state (even though it is rather struc-
tured, as in Fig. 4), which explains why the simulation
with the EPSR4 potential fails to produce helical peptide
conformations.

From the atom group contributions in Fig. 6 it is
possible to identify the origin of the di�erent behavior of
the ACS and the EPSR4 electrostatic potential during the
simulation. For both potentials, the relative contribution
of the polar backbone, DGel

b , is positive, i.e., the ideal
helix conformation is more stable than the conforma-
tions from the trajectories as far as the backbone is
concerned. For EPSR4, this is a direct consequence of the
fact that the peptide does not form any secondary
structure during the simulation, while the hydrogen
bonds formed in the ideal helix are stabilizing because
there is no competing charge-solvent interaction included
in EPSR. The decrease in DGel

b for the ACS potential at
times where the peptide forms a helix (e.g., at t � 0:5 ns
and t � 2:2 ns) re¯ects the formation of hydrogen bonds
by the backbone. That DGel

b is still on the order of
20 kcal/mol at times where the helix content is signi®cant
(Phelix > 60%, see Fig. 2) may be a consequence of several
factors: ®rst, the RN24 peptide forms only part of a helix
during the simulation, whereas the ideal helix extends
over the entire sequence; second, the energy of the helical
reference state was calculated after an energy minimiza-
tion of the structure, while the umbrella sampling cal-
culation yields an ensemble of structures corresponding
to a temperature range from 250 to 1000 K; and third, the
helix formed during the simulation may consist of a
mixture of residues in a 310, a, and p-helical conforma-
tion. The energetics of conversion between the di�erent
types of helices will be presented elsewhere [70].

With respect to the relative electrostatic energy of the
charged atom group, DGel

c , the ACS and the EPSR4

potentials behave very di�erently. For the ACS poten-
tial, DGel

c is a small negative energy on the order of
ÿ3 kcal/mol, except at two instances where it is on the
order of +15 kcal/mol (at t � 3:2 ns and t � 4:3±5 ns;
see below). It follows that the energy of the charged
atoms in the RN24 peptide is very similar for the ideal

Fig. 6. Peptide RN24. Electro-
static energy of backbone/
charged atom groups during the
simulation, relative to the ener-
gy in the ideal helix (see text).
Left: ACS potential; right:
EPSR4 potential. Top: total
electrostatic energy, Gel

tot; bot-
tom: contributions from the
backbone, Gel

b (upper black
curve), the charged atom group,
Gel

c (lower black curve), and
from the interaction between
these atom groups, Gel

cb (gray
curve).
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helix with extended sidechains and for most conforma-
tions that are sampled during the simulation, including
random coil conformations. Since the energy of the atom
group also includes the interaction between charged
sidechains, this implies that the interaction of ionized
groups is very e�ectively screened in the ACS potential.
By contrast, DGel

c is large and negative for almost all
conformations during the simulation with the EPSR4

potential; the mean and standard deviation are ÿ32� 8
kcal/mol. Since there is only weak interaction between
the sidechains in the ideal helix (the reference state), the
large negative value of DGel

c implies that there are strong
charge-charge interactions present during the simulation
with the EPSR4 potential, which dominate the energetics
and the conformational behavior of the system. This is
consistent with the observation of charge clusters for all
low-energy structures from the EPSR trajectories (see
Figs. 4 and 5).

From a comparison of Figs. 2 and 6 for the ACS
potential, there is weak stabilization of helical confor-
mations of the RN24 peptide by the interaction between
the backbone and charged atom groups, DGel

cb (decrease
of the interaction curve from approximately ÿ15 kcal/
mol for coil conformations to values in the range ÿ20 to
ÿ25 kcal/mol at t � 0:2±1 ns and t � 2±3 ns). From the
data, it is not possible to distinguish whether the fa-
vorable interaction between the backbone and the
charged atoms involves the helical part of the backbone
or the non-helical residues. However, from a visual in-
spection of the structures in the time interval t � 4:3±
5 ns, where the peptide is 50% helical, we determined
that the concurrent signi®cant drop of the interaction
energy to values of approximately ÿ40 kcal/mol is due
to the formation of hydrogen bonds between the non-
helical part of the backbone (residues 1±5) with the
carbonyl group of the succinyl terminus; the charged
sidechains in the helical part of the peptide (residues
6±11, including Lys7, Arg10, and His12), as well as the
sidechain of Glu2, extend out into the solvent and,
consequently, do not contribute to the signi®cant de-
crease of DGel

cb. A similar occurrence of a structure where
there are hydrogen bonds formed between a charged
group and the peptide backbone is seen during the
simulation with the EPSR4 potential (see Fig. 6).

For the EPSR1 and EPSR10 potentials, the results on
the group contributions to the electrostatic energy are

qualitatively the same as for the EPSR4 potential, i.e.,
the interaction energy of the charged sidechains and the
succinyl terminus dominates over the energetics of hy-
drogen bond formation of the peptide backbone. In the
case of the EPSR1 potential, the energy of the charged
atom group for coil structures is 150±200 kcal/mol lower
than its energy in the ideal helix, while the interaction of
the polar atom group (peptide NAH and C@O) in the
helix yields only �30 kcal/mol relative to the coil state.
These results are in agreement with the fact that the
EPSR4 and EPSR10 potentials are obtained from EPSR1

by the scaling of the electrostatic contribution, and that
the scaling does not change the relative order (i.e., im-
portance) of the contributions from the atom groups.

For the atom group contributions to the electrostatic
energy in BH8, we obtained results that are consistent
with those for the peptide RN24. The electrostatic en-
ergy, relative to the energy of the ideal b-hairpin, is
positive during the simulation with the ACS potential,
i.e., it favors the structured state; it approaches 0 kcal/
mol only at times where the peptide forms a b-hairpin
(compare Figs. 3 and 7). By contrast, the relative elec-
trostatic energy during the simulation with the EPSR4

potential is in the range from ÿ30 to 0 kcal/mol, thus
favoring coil structures over the hairpin (compare Fig. 3
for the simulation with the EPSR1 potential, which
yields qualitatively similar results on the b-hairpin con-
tent during the simulation). The interaction between
charged atom groups (charged sidechains and the chain
termini) is responsible for the more favorable electro-
static energy of coil conformations. The relative energy
of the charged group in the coil state is in the range from
ÿ10 to ÿ30 kcal/mol; this is larger in magnitude than
the energy gained by hydrogen bond formation in the
b-hairpin, which is �10 kcal/mol. As for RN24, the data
on the group contributions to the electrostatic energy of
BH8 for the potentials EPSR1 and EPSR10 are consis-
tent with those obtained for EPSR4 (not shown); for all
EPSR potentials, the interaction of charged atom groups
dominates the electrostatics of the BH8 peptide.

4 Discussion

The ACS potential and umbrella sampling of the
potential energy within a molecular dynamics frame-

Fig. 7. Peptide BH8. Electro-
static energy of backbone/
charged atom groups during the
simulation, relative to the ener-
gy in the ideal b-hairpin (see
text). Left: ACS potential; right:
EPSR4 potential. Top: total
electrostatic energy, Gel

tot; bot-
tom: contributions from the
backbone, Gel

b (upper black
curve), the charged atom group,
Gel

c (lower black curve), and
from the interaction between
these atom groups, Gel

cb (gray
curve)
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work have been shown to yield a sequence-dependent
secondary structure preference for the peptides RN24
(helix) and BH8 (b-hairpin), in quantitative agreement
with experiment. By contrast, use of the potentials
employing Coulomb's law with a distance-dependent
dielectric function (EPSR1, EPSR4, and EPSR10) did not
lead to the formation of secondary structure during the
simulations. With respect to the range of the energy
terms that were sampled, the EPSR4 potential has
properties that are similar to the ACS potential; in
particular, the energy range for the electrostatic term
di�ers by only 2% (RN24) and 14% (BH8). The
electrostatic energy ranges observed for the EPSR1 and
EPSR10 potentials respectively, are considerably larger
(by a factor of �2) and smaller (by a factor of �0.5) than
that of the ACS potential. This indicates that neither an
overestimation nor an underestimation of the electro-
static energy term in the EPSR potentials is responsible
for the lack of secondary structure formation.

The switching cuto� of the EPSR Coulomb term in
the distance range from 0 to 8 AÊ was introduced to re-
produce, at least qualitatively, the screening behavior of
distance-dependent dielectric functions known from the
literature (see Fig. 1). Even though there are only small
di�erences between the Coulomb energies for r > 8 AÊ

calculated using the EPSR dielectric functions (which
diverge at r � 8 AÊ ) and sigmoidal dielectric functions
[54, 57] (which have the correct limit of � � 80 in the
long range), it is possible that the inclusion of electro-
static interactions beyond the 8 AÊ limit is required to
induce the formation of secondary structure in molecu-
lar dynamics simulations. The inclusion of long-range
electrostatic forces might be particularly important for
helix formation, which involves the cooperative align-
ment of polar groups of the backbone along the helix
axis. For example, the rise per helix turn in an a-helix is
5.6 AÊ [71], such that the calculations with the EPSR
potentials include the interaction of backbone polar
groups over approximately 1.4 helix turns, whereas the
calculations with the ACS potential (12 AÊ cuto�) ac-
count for interactions over more than 2 helix turns.

From consideration of the electrostatic energy contri-
butions of the backbone atoms and of the (charged)
sidechains, it was shown that the formation of charge
clusters during the simulationswith theEPSRpotentials is
responsible for the preference of coil structures over he-
lical/b-hairpin structures. Such charge interactions are
weak in the presence of the ACS potential, as they are in
explicit solvent. This is due to the fact that the electrostatic
free energy as represented in the ACS potential is the sum
of two contributions: the generalized Born term for
charge-charge interaction and the charge-solvent (self-
energy) term. It has been pointed out previously that the
anticorrelation between these two terms leads to highly
e�ective screening of charge-charge interactions in the
interior of proteins [72]. The compensatory e�ect between
the loss of individual charge solvation (self energy) and the
energy gain due to charge-charge interaction is accounted
for in the continuum electrostatic model and included in
the ACS potential. However, the EPSR potentials only
have weak screening of the charges and no charge solva-
tion, so that the formation of charge clusters strongly

stabilizes the denatured peptides during the simulations.
Since the dominance of the energetics of ion pairs over
that of hydrogen bonds is due to interactions at short
range, the failure of the calculations with the EPSR po-
tentials to yield stable secondary structure is independent
of the cuto� used, i.e., the inclusion of long-range elec-
trostatic interactions alone is not expected to improve the
results that can be obtained from distance-dependent di-
electric functions.

In a recent publication [73], the di�erence between the
Coulomb energy with a distance-dependent dielectric
function [��r�, solvent] and the Coulomb energy in vac-
uum (� � 1) was interpreted as an electrostatic solvation
energy and compared with the results from continuum
electrostatic calculations. While such a comparison may
be formally correct, it should be noted that distance-
dependent dielectric functions are not designed to yield
solvation free energies; instead, their introduction was
motivated by their simplicity. It is justi®ed in cases where
there is little change in the solvent accessibility of
charged and polar groups so that the reduction of the
Coulomb interaction between charges due to solvation is
most important. Examples where distance-dependent
dielectric functions are applicable are processes in the
interior of a protein, or the dynamics of small molecules
where all atoms are exposed to the solvent. From the
results presented in this work, we conclude that for a
successful use of distance-dependent dielectric functions
for simulating peptides and proteins, including struc-
tural changes, the following modi®cations should be
considered:

1. A change of the functional form of the distance-
dependent dielectric function, such that the energy of
hydrogen bonds is increased relative to that of a
charge-pair, i.e., the electrostatic potential should be
more short ranged.

2. Use of the EPSR1 potential with the charged groups
neutralized.

3. Use of an explicit hydrogen bond potential in
conjunction with a distance-dependent dielectric
function with a large �, e.g., the potential EPSR10.

For the ®rst option, it may be su�cient to use sigmoidal
dielectric functions available from the literature [54, 57]
with modi®ed parameters such that the energy of salt
bridge formation is reduced. The second option has been
used successfully for protein unfolding simulations,
where a distance-dependent dielectric function was
combined with an occupied volume approximation for
the solvation free energy [30]. The third option was
employed in folding simulations of the RN24 peptide
[18], which yielded good agreement with experiment.
Since there is no desolvation contribution to the
electrostatic energy of charged and polar groups in an
apolar environment, the EPSR1 potential may yield
more meaningful results in that case. Thus, the struc-
tures for the two peptides with strong charge-charge
interactions obtained in the EPSR simulations could
exist in membranes, for example.
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